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ABSTRACT: Estimators obtained by shrinking the least squares estimator are becoming widely used since the work of Stein, in the early 60’s, where it is presented an estimator for the mean of multivariate normal that dominates the sample mean, and the work of Hoerl and Kennard, in the early 70’s, on ridge estimators. In this work we present an approach using Bayesian and empirical Bayesian procedures to obtain some important shrinkage estimators.
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1 Introduction

Two landmark papers, one by James-Stein (1961), introducing the James-Stein estimators, and another by Hoerl and Kennard (1970), introducing ridge estimators, explore the idea that shrinking the usual least squares estimator, besides the fact of introducing some bias, has the advantage of decreasing the mean square error (MSE). Both these works explore the idea is to shrinking the estimates. This is a conservative procedure used in many areas of statistic. Nowadays, that is known as biased estimation theory and is used when the least squared estimator can’t be used in reason, for example, of multicollinearity. The theory of shrinkage estimators is a very active area of research and we can point, as examples, the LASSO theory (TIBSHIRANI, 1996) and Elastic net theory (ZOU-HASTIE, 2005).

In this short note, we present a systematic approach to shrinkage estimators using Bayesian and empirical Bayes procedures. Examples for ridge regression estimation and James-Stein estimator are present. These procedures are very well known and spread in the literature, but authors couldn’t find any systematic similar approach. Since empirical Bayes procedure is not of common use, we review, in section 2, a classical example.

We end this work with a computational simulation showing the behavior of some shrinkage estimators.

Shrinkage estimators
Unbiased estimators of a vector of parameter have a problem that, in general, is not mentioned. Consider $\hat{\beta} = \left(\hat{\beta}_1, \ldots, \hat{\beta}_k\right)$ an unbiased estimator for the vector $\beta = \left(\beta_1, \ldots, \beta_k\right)$, then,

$$
E\left[\|\hat{\beta}\|^2\right] = E\left[\sum_{i=1}^k \beta_i^2\right] = \sum_{i=1}^k E[\beta_i^2] = \sum_{i=1}^k \left(\text{var}[\beta_i] + (E[\beta_i])^2\right) = \sum_{i=1}^k \text{var}[\beta_i] + \|\beta\|^2.
$$

We face here an unexpected fact: even though $\hat{\beta}$ is an unbiased estimator of $\beta$, $\|\hat{\beta}\|^2$ is a biased estimator for $\|\beta\|^2$, tending to overestimate it. This fact has motivated James-Stein to obtain his famous estimator. The idea was to shrink the least squares estimator by a factor that depends on the value observed. Hoerl-Kennard, working with multiple linear regressions in the presence of multicollinearity, proposed an estimation denoted ridge regression estimator, that is a kind of shrinkage estimator. Nowadays there is a huge theory about these estimators.

2 Empirical Bayes method

When the knowledge of the prior distribution parameters is incomplete or unknown, some information may be obtained from the data itself and, in this way, it is possible to make inference about these parameters. This is the so-called Bayesian empirical method. To illustrate the empirical Bayes methodology, consider the classical example: Let $X$ a Poisson random variable with parameter $\mu$ and prior $\pi(\mu)$ completely unknown.

Given a size one sample $X = x$, the corresponding posterior distribution, according to Bayes theorem, is

$$
\pi(\mu | x) = \frac{\frac{\mu^x}{x!} \pi(\mu)}{g(x)} \text{ where } g(x) = \int_0^\infty \frac{\mu^x}{x!} \pi(\mu) d\mu.
$$

In relation to the mean square error, the Bayes estimator $\hat{\mu}_B$ for $\mu$ is the mean of the posterior $\pi(\mu | x)$:

$$
\hat{\mu}_B = E[\mu | x] = \int_0^\infty \frac{\mu^x}{x!} g(x) \pi(\mu) d\mu = \frac{(x+1)! g(x+1)}{x! g(x)} \int_0^{\infty} \frac{\mu^{x+1}}{(x+1)! g(x+1)} \pi(\mu) d\mu = \frac{(x+1)! g(x+1)}{x! g(x)}.
$$

Now, one can use the known past observations $x_1, ..., x_n$ to estimate $g(x)$ and $g(x+1)$. Since $g(x)$ is a discrete distribution it can be estimated by the relative frequencies

$$\hat{g}(x) = \frac{\text{card}\{i; x_i = x\}}{n}$$

$$\hat{g}(x+1) = \frac{\text{card}\{i; x_i = x+1\}}{n}$$

where $\text{card}(A)$ is the number of elements of set $A$.

Then, the empirical Bayes estimator is

$$\hat{\mu}_B = \frac{(x+1)\hat{g}(x+1)}{\hat{g}(x)}.$$

3 An approximation of the minimum mean squares error linear estimator for the mean

Consider independent observations $Y_i, i = 1, ..., n$, with model

$$Y_i = \mu + \varepsilon_i,$$

where $\mu$ is the parameter to be estimated and the $\varepsilon_i$’s are the associated independent errors. The least square estimator for $\mu$ is

$$\hat{\mu} = \frac{1}{n} \sum_{i=1}^{n} Y_i = \bar{Y}_n.$$

Let’s consider all estimators of the form $\hat{\mu}(Y_1, ..., Y_n) = c \bar{Y}_n$. We want to determine the particular value of $c$ that minimizes the mean squared error. To do that we take the function

$$\text{MSE}(c) = E \left( (c\bar{Y}_n - \mu)^2 \right) = c^2 E \left( \bar{Y}_n^2 \right) - 2c \mu E \left( \bar{Y}_n \right) + \mu^2$$

$$= c^2 \left( \frac{\sigma^2}{n} + \mu^2 \right) - 2c \mu^2 + \mu^2.$$

The minimum value of $\text{MSE}(c)$ defines the estimator

$$\hat{\mu} = \frac{\mu^2}{\sigma^2/n + \mu^2} \bar{Y}_n.$$

that depends on population parameters $\mu$ and $\sigma^2$, both unknown. The natural way to bypass this problem is to replace them by their natural unbiased estimators $\overline{Y}_n$ and $S^2$, resulting in the estimator

$$\hat{\mu}_1 = \frac{\overline{Y}_n^2}{\frac{S^2}{n} + \overline{Y}_n^2} = \frac{1}{\frac{S^2}{n} + \overline{Y}_n^2}$$

(1)

that is an approximation of minimum mean square error linear estimator for the mean.

In section 8 we compare, via simulation, the behavior of these estimators.

### 4 Shrinkage estimators obtained from normality

The simplest example of a shrinkage estimator obtained from normality is: suppose $Y \sim N(\theta, 1)$ and prior $\theta \sim N(0, 1)$. If a sample $y = (y_1, \ldots, y_n)$ is taken and $\overline{Y}$, is it mean, the posterior distribution is

$$\pi(\theta|y) \propto f(y|\theta)\pi(\theta) \propto \exp\left\{-\frac{1}{2}\sum_{i=1}^{n}(y_i - \theta)^2\right\}\exp\left\{-\frac{1}{2}\theta^2\right\}$$

$$\propto \exp\left\{-\frac{1}{2}\left(\frac{\theta - \overline{Y}}{1 + \frac{1}{n}}\right)^2\right\}.$$

Then the Bayes estimator is $\hat{\theta}_B = \frac{1}{1 + \frac{1}{n}}\overline{Y}_n$, clearly a shrinkage estimator.

A more sophisticated argument is to obtain the estimator (1) using empirical Bayes approach.

If $Y \sim \text{normal}(\mu, \sigma^2)$ with priori $\mu \sim \text{normal}(0, \tau^2)$ and a sample $y = (y_1, \ldots, y_n)$ is observed, the posterior is normal (GRUBER, 2010 - p.50),

$$\pi(\mu|\overline{y}) \propto \exp\left\{-\frac{1}{2}\left(\frac{\sigma^2}{n}\right)\left(\mu - \frac{\tau^2\overline{y}}{\tau^2 + \sigma^2/n}\right)^2\right\}.$$

Then, using the mean of the posteriori as the Bayes estimator for $\mu$
\[ \hat{\mu}_B = \frac{\tau^2 \bar{Y}}{\tau^2 + \sigma^2/n} = \frac{1}{\frac{\sigma^2}{n} + 1} \bar{Y}. \]

We don’t know \( \tau^2 \) and the idea is to use empirical Bayes argument. The predictive distribution is a normal with mean zero and variance \( \frac{\sigma^2}{n} + \tau^2 \) (appendix). Observing that if \( Z \sim \text{normal}(0, \sigma^2) \) as \( \sigma^2 = E[Z^2] - (E[Z])^2 = E[Z^2] \), by the methods of moments, \( \sigma^2 \) can be estimated by only one observation, \( \hat{\sigma}^2 = Z^2 \). Then we can estimate \( \frac{\sigma^2}{n} + \tau^2 \) by \( \bar{Y}^2 \). It is reasonable to suppose \( \tau^2 \gg \frac{\sigma^2}{n} \). Then we can use \( \bar{Y}^2 \) as estimator of \( \tau^2 \).

Replacing the parameters in \( \hat{\mu}_B \) by its respective estimators we get again the estimator (1).

The estimator (1) can also be obtained using mixture. Let’s suppose that, in the model \( Y_i = \mu + \varepsilon_i, \ Y_i \sim \text{normal}(\mu, \sigma^2) \) and \( \mu \) has a prior distribution \( \text{normal}(0, \tau^2) \). We want to compute the mean square error \( E\left[ (c \bar{Y} - \mu)^2 \right] = E\left[ c^2 \bar{Y}^2 - 2c \bar{Y} \mu + \mu^2 \right] \), considering both \( \bar{Y} \) and \( \mu \) as random variables.

Computing these expected values:

\[
f_{\tau}(\bar{y}) = \frac{1}{\sqrt{2\pi \frac{\sigma^2}{n}}} \exp \left\{ -\frac{1}{2} \frac{1}{\frac{\sigma^2}{n}} (\bar{y} - \mu)^2 \right\}
\]

\[
f_{\mu}(\mu) = \frac{1}{\sqrt{2\pi \tau^2}} \exp \left\{ -\frac{1}{2} \frac{1}{\tau^2} \mu^2 \right\}
\]

\[
E\left[ c^2 \bar{Y}^2 - 2c \bar{Y} \mu + \mu^2 \right] = \int \int f_{\tau}(\bar{y}) f_{\mu}(\mu) \, d\mu \, d\bar{y}.
\]

Computing each integral:

\[
E\left[ c^2 \bar{Y}^2 \right] = c^2 \int \int \frac{1}{\sqrt{2\pi \frac{\sigma^2}{n}}} \exp \left\{ -\frac{1}{2} \frac{1}{\frac{\sigma^2}{n}} (\bar{y} - \mu)^2 \right\} \frac{1}{\sqrt{2\pi \tau^2}} \exp \left\{ -\frac{1}{2} \frac{1}{\tau^2} \mu^2 \right\} \, d\mu \, d\bar{y}
\]
\[
= c^2 \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi} \left( \frac{\sigma^2}{n} + \tau^2 \right)} \exp \left\{ -\frac{1}{2 \left( \frac{\sigma^2}{n} + \tau^2 \right)} y^2 \right\} dy
\]

\[
= c^2 \left( \frac{\sigma^2}{n} + \tau^2 \right).
\]

\[
E[\mu Y] = \tilde{\mu} \left\{ \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi} \sigma^2} \exp \left\{ -\frac{1}{2 \sigma^2} (y - \mu)^2 \right\} \frac{1}{\sqrt{2\pi} \tau^2} \exp \left\{ -\frac{1}{2 \tau^2} \mu^2 \right\} d\mu \right\} d\mu
\]

\[
= \tilde{\mu} \frac{1}{\sqrt{2\pi} \tau} \exp \left\{ -\frac{1}{2 \tau^2} \mu^2 \right\} E[\mu|Y].
\]

\[
E[\mu^2] = \text{Var}[\mu] + (E[\mu])^2 = \tau^2.
\]

All together:

\[
E \left[ \left( cY^2 - 2cY\mu + \mu^2 \right) \right] = c^2 \left( \frac{\sigma^2}{n} + \tau^2 \right) - 2c \tau^2 + \tau^2.
\]

So, the minimum value of the mean squared error \( E \left[ \left( cY - \mu \right)^2 \right] \) is obtained when

\[
c_0^* = \frac{\tau^2}{\frac{\sigma^2}{n} + \tau^2}.
\]

Then, the MSE estimator for \( \mu \) is:

\[
\hat{\mu}_2 = \frac{\tau^2}{\frac{\sigma^2}{n} + \tau^2} \tilde{Y}.
\]

Replacing the parameters by its estimators we, again, get the estimator (1).

5 A Bayesian interpretation of ridge regression estimators

Consider the multiple linear regression
\[ Y_{nxl} = X_{nxp} \beta_{pxl} + \epsilon_{nxl} \quad , \quad \epsilon_{nxl} \sim \mathcal{N}_n \left( 0, \sigma^2 I_{nn} \right). \]

We will suppose \( \sigma^2 \) known and a priori distribution for the parameter vector \( \beta_{pxl} \)
given by a \( p \)-variate normal

\[ \beta_{pxl} | \sigma^2 \sim \mathcal{N}_p \left( 0, \frac{\sigma^2}{\lambda} I \right). \]

The posterior distribution given data \( Y \) and design matrix \( X \) is

\[ f_{\beta} \left( \beta, \sigma^2 | Y, X, \lambda \right) \propto f_Y \left( Y | X, \beta, \sigma^2 \right) f_{\beta} \left( \beta | \sigma^2, \lambda \right) \]

\[ \propto \sigma^{-n} \exp \left[ -\frac{1}{2\sigma^2} \left( Y - X \beta \right)' \left( Y - X \beta \right) \right] \]

\[ \propto \sigma^{-n} \exp \left[ -\frac{1}{2\sigma^2} \left( Y - X \beta \right)' \left( Y - X \beta \right) \right] \sigma^{-p} \exp \left[ -\frac{\lambda}{2\sigma^2} \beta \beta' \right] \]

\[ \propto \sigma^{-(n+p)} \exp \left[ -\frac{1}{2\sigma^2} \left( Y - X \beta \right)' \left( Y - X \beta - \lambda \beta' \beta \right) \right] \]

\[ \propto \sigma^{-(n+p)} \exp \left[ -\frac{1}{2\sigma^2} \left( Y - X \beta \right)' \left( Y - X \beta - \lambda \beta' \beta \right) \right] \]

\[ \propto \sigma^{-(n+p)} \exp \left[ -\frac{1}{2\sigma^2} \left( Y - X \beta - \lambda \beta' \beta \right)' \right. \]

\[ \left. \left( Y - X \beta - \lambda \beta' \beta \right) \beta' \left( Y - X \beta - \lambda \beta' \beta \right) \right]. \]

To explicit the distribution it is necessary to complete the square in

\( (Y - X \beta)'(Y - X \beta + \lambda \beta' \beta) = YY - 2Y'X\beta + \beta'X'X\beta + \lambda \beta' \beta \)

\[ = YY - 2Y'X\beta + \beta' \left( X'X + \lambda I \right) \beta. \]

So, we need to determine \( W \) such that

\[ (\beta - W)' \left( X'X + \lambda I \right)(\beta - W) = YY - 2Y'X\beta + \beta' \left( X'X + \lambda I \right) \beta \]

\[ = \beta' \left( X'X + \lambda I \right) \beta - 2W' \left( X'X + \lambda I \right) \beta + W' \left( X'X + \lambda I \right) W. \]

Then \( W = \left( X'X + \lambda I \right)^{-1} \left( X'Y - X'X \beta \right) \) and \( Y'X\beta = W'(X'X + \lambda I) \beta. \)

\[ (Y - X \beta)'(Y - X \beta + \lambda \beta' \beta) = YY + \beta' \left( X'X + \lambda I \right) \beta - 2W'(X'X + \lambda I) \beta \]

\[ = YY + \beta' \left( X'X + \lambda I \right) \beta - 2W'(X'X + \lambda I) \beta \]

\[ + W'(X'X + \lambda I) W - W'(X'X + \lambda I) W \]

\[ = (\beta - W)' \left( X'X + \lambda I \right)(\beta - W) + YY - W'(X'X + \lambda I) W. \]
Therefore
\[ f_\beta(\beta, \sigma^2 | Y, X) \propto \exp\left[ \left( \beta - W \right) (XX + \lambda I) (\beta - W) + YY - W' (XX + \lambda I) W \right] \propto \left( \beta - W \right)' (XX + \lambda I) (\beta - W). \]

The posterior is a multivariate normal with mean \( W = (XX + \lambda I)^{-1} Y \), therefore the Bayes estimator is \( \hat{\beta}(\lambda) = (XX + \lambda I)^{-1} Y \).

This is the ridge regression estimator with ridge parameter \( \lambda \) (Hoerl-Kennard, 1970). For \( \lambda = 0 \) we have the ordinary least square estimator and \( \| \beta(\lambda) \| < \| \beta(0) \| \) and, for \( \lambda > 0 \) \( \hat{\beta}(\lambda) \) is a shrinkage estimator.

6 The James-Stein estimator as an empirical Bayes estimator

Consider the random normal vector \( X = (X_1, \ldots, X_p) \), \( X \sim N_p(\theta, I) \) and suppose independent normal priors distributions for the parameters: \( \theta_i \sim N(0, \sigma^2) \). If one observation \( X = (X_1, \ldots, X_p) \) is taken, the Bayes estimator is
\[ \hat{\theta}_i = \frac{\sigma^2}{\sigma^2 + 1} X_i = \left( 1 - \frac{1}{\sigma^2 + 1} \right) X_i. \]

As \( \sigma^2 \) is unknown, using an empirical Bayes procedure it can be estimate from the data \( X = (X_1, \ldots, X_p) \). The predictive distribution is a multivariate independent normal with variance \( \sigma^2 + 1 \). \( N_p\left(0, (\sigma^2 + 1)I\right) \). Consider the random variables
\[ Z_i = \frac{X_i}{\sqrt{\sigma^2 + 1}} \Rightarrow Z_i \sim N(0, 1) \]
\[ \sum_{i=1}^{p} Z_i^2 = \sum_{i=1}^{p} \frac{X_i^2}{\sigma^2 + 1} = XX \frac{1}{\sigma^2 + 1}. \]

As sum of square \( p \) independent standard normal, it has chi-square distribution with parameter \( p \), that is \( Y = \frac{XX}{\sigma^2 + 1} \sim \chi^2(p) \).

As \( Y = \frac{XX}{\sigma^2 + 1} \Leftrightarrow \frac{1}{XX} = \frac{1}{Y \sigma^2 + 1} \), taking expectation,
\[ E\left[ \frac{1}{XX} \right] = E\left[ \frac{1}{(\sigma^2 + 1)Y} \right] = \frac{1}{\sigma^2 + 1} E\left[ \frac{1}{Y} \right]. \]

As
\[ Y \sim \text{Gama}\left(\alpha = \frac{p}{2}, \beta = \frac{1}{2}\right) \]

\[
E\left[ \frac{1}{Y} \right] = \int_0^\infty \frac{1}{\Gamma\left(\frac{p}{2}\right)} \frac{y^{\frac{p}{2} - 1}}{y^{\frac{1}{2}}} e^{-\frac{1}{2} y} dy
\]

\[
= \frac{\Gamma\left(\frac{p-1}{2}\right)}{\Gamma\left(\frac{p}{2}\right)} \frac{1}{\Gamma\left(\frac{1}{2}\right)} \frac{1}{\frac{1}{2}} \frac{1}{\frac{1}{2}} e^{-\frac{1}{2} y} dy
\]

\[
= \frac{\Gamma\left(\frac{p-1}{2}\right)}{\Gamma\left(\frac{p}{2}\right)^2} \cdot \frac{\Gamma\left(\frac{p}{2}\right)}{2 \left(\frac{p}{2} - 1\right) \Gamma\left(\frac{p}{2} - 1\right)} = \frac{1}{p - 2}.
\]

It follows that,

\[
E\left[ \frac{1}{XX} \right] = \frac{1}{\sigma^2 + 1} \frac{1}{p - 2}
\]

and, therefore,

\[
E\left[ \frac{p - 2}{XX} \right] = \frac{1}{\sigma^2 + 1}.
\]

By the methods of moments we can estimate \( \frac{1}{\sigma^2 + 1} \) by \( \frac{p - 2}{XX} \). As

\[
\hat{\sigma}^2 = \frac{\sigma^2}{\sigma^2 + 1} = \left(1 - \frac{1}{\sigma^2 + 1}\right) \chi_i,
\]

replacing \( \frac{1}{\sigma^2 + 1} \) by \( \frac{p - 2}{XX} \), the result is the famous James - Stein estimator (James-Stein, 1961)

\[
\left(\hat{\theta}_{JS}\right)_i = \left(1 - \frac{p - 2}{XX}\right) X_i
\]

in vectorial form

\[
\hat{\theta}_{JS} = \left(1 - \frac{p - 2}{XX}\right) X.
\]

Observe that the James – Stein estimator is a shrinkage estimator for \( p > 2 \).
7 A non-normal example

In the example (CASELLA-BERGER, 2010, pp. 295), suppose $X_1, \ldots, X_n \overset{i.i.d.}{\sim} Bernoulli(p)$. It is well known that the maximum likelihood and unbiased estimator for the parameter $p$ is

$$\hat{p} = \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i.$$

The MSE for $\hat{p}$ is

$$E \left[ (\hat{p} - p)^2 \right] = \text{var}[\hat{p}] - \left( E[\hat{p} - p] \right)^2 = \text{var}[\bar{X}] = \frac{p(1-p)}{n}.$$

To compute the Bayes estimator we consider that $Y = \sum_{i=1}^{n} X_i \overset{\text{iid}}{\sim} Binomial(n, p)$, and use a $Beta(\alpha, \beta)$ as the priori for $p$. Then, the posterior is given by:

$$\pi(p \mid y) = \frac{1}{B(y + \alpha, n - y + \beta)} p^{y+\alpha-1} (1-p)^{n-y+\beta-1}.$$

So, the posterior is a $Beta(y + \alpha, n - y + \beta)$ and the Bayes estimator for the parameter $p$ is its mean:

$$\hat{p}_B = \frac{y + \alpha}{\alpha + \beta + n}.$$

The mean squared error for this estimator is:

$$E \left[ (\hat{p}_B - p)^2 \right] = \text{Var}[\hat{p}_B] + \left( E[\hat{p}_B - p] \right)^2 = \frac{np(1-p)}{(\alpha + \beta + n)^2} + \left( \frac{np + \alpha}{\alpha + \beta + n} - p \right)^2.$$

Observe that, taking $\alpha = \beta = \sqrt{\frac{n}{4}}$, we get that the MSE is constant, that is, it doesn’t depend of the parameter $p$. In this case the estimator $\hat{p}_B = \frac{y + \sqrt{n}}{\sqrt{n} + n}$ is minimax (MOOD et al, 1963, theorem 14, page 350) and
\[
E[(\hat{p}_B - p)^2] = \frac{np(1-p)}{(\sqrt{n}+n)} + \left(\frac{np + \frac{\sqrt{n}}{4} - p}{\sqrt{n}+n}\right)^2
\]

\[
= \frac{np(1-p)}{(\sqrt{n}+n)} + \left(\frac{np + \frac{\sqrt{n}}{4} - 2p\sqrt{\frac{1}{4} - np}}{(\sqrt{n}+n)^2}\right) = \frac{n}{4(n+\sqrt{n})^2}.
\]

Now, as \(E[(\hat{p}_B - p)^2] = \frac{n}{4(n+\sqrt{n})^2}\) and \(E[(\hat{p} - p)^2] = \frac{p(1-p)}{n}\).

Figure 1 helps to choose between these two estimators.

Figure 1 - Comparison of MSE of \(\hat{p}\) (blue) and \(\hat{p}_B\) (red) for different sample sizes

For small values of \(n\), clearly \(\hat{p}_B\) is a better choice, except if there is a strong reason to believe that \(p\) is near 0 or 1. For high values of \(n\), the choice is the estimator \(\hat{p}\), except for a strong believe that \(p\) is near 1/2.

8 Comparing the estimator \(\hat{\mu}_1\) and the pseudo-estimator \(\hat{\mu}\)

To emphasize the level of complexity implied by the shrinking procedure we compare the behavior of the pseudo estimator \(\hat{\mu} = \frac{\mu^2}{\sigma^2} \bar{Y}_0\) and the shrinkage estimator
\[ \hat{\mu}_1 = \frac{1}{s^2} \sum_{i=1}^{n} \frac{1}{n} Y_i. \]

Considering the distributions Normal, Uniform and Double Exponential, we compute the mean squared error using 10,000 samples of sizes 20, 40 and 100 with variances 4, 16 and 36. The results are shown in Figures 2, 3 and 4.

Figure 2 - MSE for $\bar{Y}_n$ (blue – solid), $\hat{\mu}$ (red – dotted) and $\hat{\mu}_1$ (green – long dash) for Normal distribution with different variances and sample sizes.
Figure 3 - MSE for $\bar{Y}_n$ (blue – solid), $\hat{\mu}$ (red – dotted) and $\hat{\mu}_i$ (green – long dash) for Uniform distribution with different variances and sample sizes.
Figure 4 - MSE for $\bar{Y}_n$ (blue – solid), $\hat{\mu}$ (red – dotted) and $\hat{\mu}_1$ (green – long dash) for Double Exponential distribution with different variances and sample sizes.
About figures 2, 3 and 4, observe that the pseudo-estimator $\hat{\mu}$ behaves as it is supposed to, that is, except for some fluctuation when the real mean is far from the origin, it has MSE lower than the estimator $\hat{Y}_n$. On the other hand, the estimator $\hat{\mu}_1$ has a complex behavior and only for the real mean near the origin it has MSE lower than the estimator $\hat{Y}_n$. We couldn’t find or guess a good reason for that strange behavior.

**Conclusion**

The shrinkage procedure shows to be fully compatible with Bayesian and empirical Bayesian method. The major problem, when shrinking an estimator, is to decide the amount of reduction to be applied. The Bayesian method can help, given an interpretation of the necessary reduction to be used. The complexity introduced by shrinkage is far from been completely understood.
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Appendix

The predictive for normal and mean prior normal

\[ f(\bar{y}) = \int (\bar{y} | \mu) \pi(\mu) d\mu \]

\[ = \int \frac{1}{\sqrt{2\pi\sigma^2/n}} \exp\left\{-\frac{1}{2\sigma^2/n} (\bar{y} - \mu)^2\right\} \frac{1}{\sqrt{2\pi\tau}} \exp\left\{-\frac{1}{2\tau} \mu^2\right\} d\mu \]

\[ = \frac{1}{\sqrt{2\pi/n\sigma^2}} \int \frac{1}{\sqrt{2\pi}} \exp\left\{-\frac{n}{2\sigma^2} (\bar{y}^2 - 2\bar{y} \mu + \mu^2) - \frac{1}{2\tau} \mu^2\right\} d\mu \]

\[ = \frac{1}{\sqrt{2\pi/n\sigma^2}} \int \exp\left\{ \mu^2 \left[ -\frac{1}{2} \left( \frac{n}{\sigma^2} \right) + \frac{1}{2} \left( \frac{1}{\sigma^2 + n\tau^2} \right) \right] + \frac{2n\bar{y}\mu}{2\sigma^2} - \frac{n\bar{y}^2}{2\sigma^2} \right\} d\mu \]

\[ = \frac{1}{\sqrt{2\pi/n\sigma^2}} \exp\left\{ \frac{n\bar{y}^2}{2\sigma^2} \right\} \int \exp\left\{ -\frac{1}{2} \left( \frac{1}{\sigma^2 + n\tau^2} \right) \right\} \left[ \mu - \frac{2n\bar{y}\mu}{(\sigma^2 + n\tau^2)} \right] d\mu \]

\[ = \frac{1}{\sqrt{2\pi/n\sigma^2}} \exp\left\{ \frac{n\bar{y}^2}{2\sigma^2} \right\} \int \exp\left\{ -\frac{1}{2} \left( \frac{1}{\sigma^2 + n\tau^2} \right) \right\} \left[ \mu - \frac{n\bar{y}\mu}{(\sigma^2 + n\tau^2)} \right]^2 d\mu \]

\[ = \frac{1}{\sqrt{2\pi}} \frac{n\bar{y}^2}{2\sigma^2} + \frac{n^2\bar{y}^2\tau^4}{(\sigma^2 + n\tau^2)^2} \left( \frac{\sigma^2 + n\tau^2}{\sigma^2 + n\tau^2} \right)^2 \sqrt{\frac{\sigma^2 + n\tau^2}{\sigma^2 + n\tau^2}} \]

\[ \int \frac{1}{\sqrt{2\pi}} \frac{1}{\left( \frac{\sigma^2 + n\tau^2}{\sigma^2 + n\tau^2} \right)} \exp\left\{ -\frac{1}{2} \left( \frac{1}{\sigma^2 + n\tau^2} \right) \right\} \left[ \mu - \frac{n\bar{y}\tau^2}{(\sigma^2 + n\tau^2)} \right] d\mu \]
\[
\frac{1}{\sqrt{2\pi}\left(\frac{\sigma^2 + n\tau^2}{n}\right)} \exp\left\{-\frac{1}{2} \left[ \frac{n\sigma^2 \tau^2 + n^2 \tau^4 - n^2 \tau^2}{(\sigma^2 + n\tau^2)\sigma^2 \tau^2} \right] \bar{y}^2 \right\}
\]

\[
= \frac{1}{\sqrt{2\pi}\left(\frac{\sigma^2 + n\tau^2}{n}\right)} \exp\left\{-\frac{1}{2} \left[ \frac{1}{(\sigma^2 + n\tau^2)} \right] \bar{y}^2 \right\}
\]

\[
= \frac{1}{\sqrt{2\pi}\left(\frac{\sigma^2 + \tau^2}{n}\right)} \exp\left\{-\frac{1}{2} \left[ \frac{\sigma^2}{(\sigma^2 + \tau^2)} \right] \bar{y}^2 \right\}
\]